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Dynamic regulation on energy landscape evolution of single-molecule protein
by conformational fluctuation
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We formalize a theory to help explore the effect of conformational fluctuation on the energy landscape
evolution of single-molecule protein. Using this formalization, we investigate the photon emission from single
photoactivated fluorescent protein. A bimodal regulation on the energy landscape evolution was discovered, and
its origin was attributed to slow conformational fluctuations of the protein matrix.
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I. INTRODUCTION

Many important molecular processes in biology, including
protein folding and enzymatic reactions [1–6], rely critically
on energy landscape evolution. The transitions between two
distinct basins on the energy landscape often involve several
intermediate steps [7–9]. Experimental studies have shown
that enzymatic reactions follow closely the conformational
changes of proteins [1–3]. It is interesting to note that some
proteins even employ conformational fluctuations to improve
chemical reactivity [10]. Bimodal regulations resulting from
conformational fluctuations can be used to refine the selection
among several competitive processes [11–14]. These observa-
tions raise an important question: How does an enzyme utilize
its conformational fluctuation to dynamically regulate catalytic
activity?

The energy landscape dynamics of an enzyme can be
described by projecting the dynamics onto rate-limiting
transitions [15–18]. This approach, however, will sometimes
miss rare intermediate states that serve as the key steps on
the way to the native state [19–22]. A quantitative description
of the dynamics on a millisecond time scale is crucial for an
understanding of the enzyme’s catalytic mechanism. Unfor-
tunately, proteins do not move synchronously, which results
in averaging away conformational dynamics in ensemble
measurements. Observing a single molecule in action can
remove the ensemble average, thus allowing the exploration
of hidden structural heterogeneity [4–6].

A detailed microscopic understanding of a single-molecule
system is often precluded by a complex environment and
thermal fluctuations. Therefore, it is difficult to fully interpret
the data from single-molecule optical measurements. In this
paper, we develop a formalization of single-molecule measure-
ment that captures both the photon statistics and the complex
energy landscape dynamics of an open quantum system.
We reduced the problem down to a series of manageable
tasks. This approach is particularly attractive in the study of
proteins and enzymes in which an active site, which demands
an accurate description of the physics, is embedded into
another region, where a stochastic description is needed. To
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test the applicability and efficacy of our formalization, the
photon emission dynamics of a single KFP1 photoactivated
fluorescent protein [23–26] was analyzed.

II. THEORY

A. Energy landscape evolution of single-molecule protein

Figure 1(a) is a schematic diagram of a protein with an
active center embedded in a complex environment. Apparently,
the dynamics of an active center interacting with a complex
environment cannot be described as a Markovian process [27].
However, a general treatment of the full non-Markovian action
of the environment is not feasible. Therefore, we split the
complex environment into a direct sum of subreservoirs by
using the generalized Born-Markov approximation as pro-
posed by Budini [28]. Linear combinations of the dissipative
effects induced by each subreservoir were used to simulate the
non-Markovian behaviors of the active center.

The dynamic evolutions of an active center in a protein
are captured by the Liouville equation [29,30], ∂tG(t,s) =
LHi

G(t,s), with a Liouville operator LHi
[•] = −i

h̄
[Hi(t),•]

defined by Hamiltonian Hi of the active center. In an open
system, the active center is constantly perturbed by its
environment. To further eliminate the internal complexity,
we separated the impacts from the environment on the active
center into two categories: the slow modulations that allow the
active center to respond adiabatically, and the fast fluctuations
with a speed higher than the dynamics of the active center.
The response of the active center to the slow modulations was
described by a series of stochastic matrix M to model the
transitions between two local basins on the energy landscape.
The generating function of the perturbed active centerG(t,s) =
G(t,s)e

∫ t

0 dτM(τ ) = ∑∞
n=0 snρ(n)(t) satisfies ∂tG(t,s) = (LHi

+
M)G(t,s). We described the response of the active center to the
fast fluctuating environment with a memory kernel K(t) [29].
The resulting density matrix evolution of the open system
follows a Lindblad-like equation with an effective Hamiltonian
Heff(t) comprising a stochastic Hamiltonian Hp(t) from the
environment and Hi(t) from the active center [28],

∂tG(t,s) = (LHi
+ M)G(t,s) +

∫ t

0
dτ K(t − τ )JDG(τ,s)

= (LHi
+ LHp

)G(t,s) = LHeffG(t,s). (1)
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FIG. 1. (Color online) (a) Schematic of an open system of KFP1.

(b) Model of the electronic structure of KFP1. The transition
↔
M1

begins after a green photon is absorbed to reach the excited state
S1,trans of KFP1. After overcoming the energy barrier at S1,trans/S0,cis,

the chromophore becomes a cis configuration and is fluorescent.
↔
M2

is a thermally driven transition from the cis to the trans configuration.
The irreversible photobleaching of the chromophore to the dark state

is described by
↔
M3.

Here LHp
[•] = M[•] + ∫ t

0 dτK(t − τ )JD[•] is the superop-
erator describing the environmental impacts on the active
center and JD[•] = − 1

2 {σ̂ †σ̂ ,•}+ + sσ̂ • σ̂ † is the Lindblad
superoperator, in terms of the Pauli matrices σ̂ and the adjoint
matrices σ̂ †, which links the dynamics of the active center and
the environment.

We applied the formalism to a real biomolecular system
KFP1. KFP1 is a photoactivated fluorescent protein, which
is photoswitchable between a fluorescent on- and off-state
along the reactive coordinate Qiso with the chromophores
in a cis- and trans-configuration, respectively. A hydrogen
bonding (QH ) formed between Glu215 and the N-H proton
of the chromophore [see Fig. 1(a)] plays an important role
in regulating the photon-emitting process of the chromophore
[26]. The small mass of the hydrogen atom means that the

hydrogen bond is inherently quantum mechanical in nature
[31], and could serve as a sensitive structural indicator of the
enzyme active site.

We split the open system of KFP1 into three components: a
reservoir, a fluorescent quantum system, and a triplet state |T 〉
[28], as illustrated in Fig. 1(b). The optically excited active cen-
ter was modeled as a two-level quantum system with Hamilto-
nian Hi(t) = 1

2h̄ω0(t)σ̂z + h̄� cos(ωLt)σ̂x . The energy differ-
ence between the excited state |b〉 and the ground state |a〉 of
the cis-chromophore is given by h̄ω0(t), and the Rabi frequency
� represents an interaction with an external light field of
frequency ωL [32]. The fluctuating protein matrix perturbs
the intersection of the excited state of the trans-chromophore
(S1,trans) and the electronic ground state of the cis-chromophore
(S0,cis), causing a variation in the population of the cis-
chromophores [26]. The slow modulation effects from the pro-
tein matrix are described by the stochastic transition matrices
M = { ↔

M1(t),
↔
M2(t),

↔
M3(t)}, corresponding to the photoactiva-

tion to the fluorescent on-state, the reversible switching to the
off-state, and the irreversible conversion to the photobleached
state of KFP1, respectively. The memory kernel K(t) describes
a photoblinking phenomenon of the chromophore due to a
coupling to the fast fluctuating protein matrix.

B. Photon emission statistics of single-molecule
fluorescent protein

The photon emission from an open quantum system can
be calculated by decomposing the generating function of
Eq. (1) into the dipole moment U (t,s), the dipole current
V (t,s), the population inversion W (t,s), and the total prob-
ability Y (t,s) as detailed by Zheng et al. [30]. By con-
verting U(t,s) = U (t,s)e

∫ t

0 dτM(τ ), V(t,s) = V (t,s)e
∫ t

0 dτM(τ ),
W(t,s) = W (t,s)e

∫ t

0 dτM(τ ), and Y(t,s) = Y (t,s)e
∫ t

0 dτM(τ ), we
derived the generalized optical Bloch equations with the aid
of Budini′s prescription [29],

U̇(t,s) = −1

2
[Kc ∗ U](t,s) + MU(t,s), (2a)

V̇(τ,s) = −1

2
[Kc ∗ V](t,s) − �W(t,s) + MV(t,s), (2b)

Ẇ(t,s) = �V − 1 + s

2
[K ∗ (W + Y)](t,s) + MW(t,s),

(2c)

Ẏ(t,s) = s − 1

2
[K ∗ (W + Y)](t,s) + MY(t,s) (2d)

for the open quantum system. Here Kc(t) = K(t) cos(ωLt),
and “∗” denotes a time-dependent convolution. Notice that the
optical field oscillates much more rapidly than the memory
kernel K(t), thus the convolution operation of U(t,s) and
V(t,s) with Kc(t) can be reduced to a simple rate constant
γ . We solved Eq. (2) in the Laplace domain u and derived

Ȳ (u,s) = (K + u)(u + γ /2) + �2

2u(u + K)(u + γ /2) + 2 �2[u + (1 − s)K/2]
.

(3)

The expectation value of the photon number can then be cal-
culated with 〈N〉(t) = 2∂sY(t,s) |s=1 = 2Pon(t)∂sY (t,s) |s=1.
Here Pon(t) denotes the on-state probability density function
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along the reactive coordinate QH . Pon(t) and the other two
probability density functions of the off-state (Poff) and the
dark-state (Pdark) follow the reaction kinetics

Poff

↔
M1(t)
�

↔
M2(t)

Pon

↔
M3(t)
⇀ Pdark. (4)

The reaction kinetics can then be described by

∂tPoff(t) = − ↔
M1(t)Poff(t) + ↔

M2(t)Pon(t),

∂tPon(t) = ↔
M1(t)Poff(t) − [

↔
M2(t) + ↔

M3(t)]Pon(t), (5)

∂tPdark(t) = ↔
M3(t)Pon(t)

with the initial conditions Poff(0) = 1, Pon(0) = 0, Pdark(0) =
0, and Poff(t) + Pon(t) + Pdark(t) = 1.

To gain insight into the energy landscape evolution, we
modeled the photoblinking dynamics with K(u) = γ {1 +
[β(u + φ)−1]}−1 [28], where β denotes the transition rate from
the excited state |b〉 to the triplet state |T 〉, and the transition
rate of the reverse process is φ with a probability function
wφ(t) [29,33]. From Eq. (3), we derived the expectation value
of photons emitted at time t as

〈N〉 (t) = �2 γ Pon(t) t

{γ 2 + 2 �2[1 + β/wφ(t)]} . (6)

III. METHODS

We installed a single-molecule optical apparatus to acquire
the experimental data needed to test our formalization. The
apparatus was equipped with a continuous-wave laser at
532 nm as the excitation light source and a 473-nm laser to
quench KFP1 molecules. Both lasers were controlled with
an acousto-optic tunable filter and circularly polarized to
minimize the polarization-dependent effects. We focused the
excitation light at the back focal plane of a 60× objective
lens to epi-irradiate the sample. The fluorescent light emitted
from the sample was collected by the same objective lens
and detected with an electron-multiplying charge-coupled
device.

The samples were prepared by suspending 1 nM KFP1
molecules in phosphate buffered saline containing 1% agarose
gel and were fixed between two clean glass cover slips. After
cooling the samples to below the softening temperature of
the gel, we immobilized KFP1 molecules in the nanopores
of the agarose gel matrix to keep all the KFP1 molecules as
close to their native environment as possible. The methods of
experiment and simulation are available online [34].

IV. RESULTS AND DISCUSSION

A. Light-emitting property of single-molecule KFP1

We irradiated the samples with the 532 nm laser and
superposed the excitation beam with periodically pulsed light
at 473 nm. Figure 2(a) presents a typical result of the
experimental observation on an ensemble of KFP1 molecules.
The fluorescent signal (shown by red squares) was periodically
reduced to the level of the off-state by the pulsed 473 nm
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FIG. 2. (Color online) (a) Fluorescent signal at 630 nm (red open
squares) from a film of KFP1 molecules embedded in agarose gel.
The film was continuously irradiated by a 532 nm laser superposed
with periodically pulsed light at 473 nm (the blue bars with the
slash pattern). (b) Statistics of single-molecule photon emission from
rhodamine 6G dyes (blue open bars) and from KFP1 molecules (red
solid bars). (c) The measured fluorescent photon fluctuation traces
from each single-molecule KFP1 are shown in the order of short to
long light-emitting duration along the x axis.

light, clearly revealing a photoswitching activity of the KFP1
molecules.

For single-molecule measurements, we first irradiated a
fresh sample with the 473-nm laser to convert the KFP1
molecules into the fluorescent off-state. Afterward, we
recorded the traces of photon emission from each of the KFP1
molecules excited by the 532-nm laser. The single-molecule
measurements reveal that 93% of the 345 KFP1 molecules
are in the native states. The remaining 7% of the molecules
behave like free fluorophores, presumably due to denaturation
of KFP1. Figure 2(b) shows the survival probabilities of KFP1
and rhodamine 6G molecules continuously irradiated with the
532-nm laser. The statistics of the emitted photons from the
KFP1 molecules (red solid bars) clearly differs from the free
rhodamine 6G chromophores (blue open bars). The statistics
of the photons emitted by the rhodamine 6G fits well to a
single exponential decay function P (t, τ1) = τ1 e−t/τ1 with
a photobleaching lifetime of τ1 = 0.244 s. For KFP1, the
probability function was found to be a convolution of two
exponential functions as P (t, τ1) ⊗ P (t, τ2), with τ1 = 4.761
s denoting the photobleaching lifetime and τ2 = 0.275 s the
lifetime of reversible kindling of KFP1.

In Fig. 2(c), we presented the measured photon traces of
each KFP1 in the native states, arranged in order from short to
long light-emitting duration. Two traces marked with A and B
on the x axis are shown on the left side of the figure. The major
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FIG. 3. (Color online) Calculated photon emission traces using
� = 105 Hz, β = 106 Hz, and γ = 108 Hz are shown in (a) with n =
1 and (b) with n = 2.

difference between the two photon traces originates from a
difference in overcoming the barriers between two basins on
the energy landscape, which is to be illustrated further in the
following section.

B. Modeling the stochastic evolution on the energy landscape

Based on the principle of detailed balance, we assume
the potential difference of the off-state and the on-state of
KFP1 to be zero, which yields

↔
M1 = ↔

M2. The irreversible
photobleaching converts the anionic chromophore to the
dark state in the same cis-configuration. Thus, the stochastic
transition

↔
M3 can be modeled with an exponentially distributed

energy barrier. At each time step of Eq. (5), we invoked the
Metropolis-Hastings algorithm [35] to sample the stochastic
transition matrices M, and we generated the probability
density functions Pon(t). Equation (6) was then applied to
unravel the single-molecule dynamics of KFP1.

To yield a clear physical picture of the stochastic transition
matrices M, we use a stochastic hopping model to facilitate
our further discussion. A single hopping between two basins
yields an exponential distribution with a characteristic energy
parameter E0. For N hopping steps, we shall obtain a gamma
distribution �(E; S,E0) with a shape parameter S and a
characteristic energy E0. Our stochastic hopping picture yields
a gamma distribution �(E; n,E0) with a shape parameter given
by the mean number of traps. From a fluorescent signal trace
measured on an ensemble of KFP1 molecules [36], we can
determine the characteristic energy E0 to be 0.19 eV [34].
Two photon emission traces calculated with Eq. (6) using
� = 105 Hz, β = 106 Hz, and γ = 108 Hz are shown in
Fig. 3(a) with n = 1 and in Fig. 3(b) with n = 2.

The difference observed in Fig. 3 can be understood as
follows: For a stochastic transition on an energy landscape,
larger n implies stronger trapping at each site between two
energy basins, making it more difficult for a KFP1 in the off-
state to reach the on-state. Therefore, given a photobleaching
rate, the dark-state probability is lower than that with smaller
n. This implies that the chromophore with larger n can survive
longer under a constant irradiation and yields a longer duration
of photon emission.

C. Dynamic regulation of photon emission by slow fluctuation
of the protein matrix

Equation (6) also reveals a good log-linearity for the
duration of photon emission as a function of the mean number
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FIG. 4. (Color online) (a) A distribution of the mean number
of traps was deduced from the KFP1 data set shown in Fig. 2(c).
(b) A model of the stochastic hopping between two basins on the
energy landscape of an active center along the reactive coordinate
QH . (c) The calculated distribution of the mean number of traps with
a1 = 1.1, a2 = 1.7, and 2r1 = 3r2.

of traps [34]. We used this scaling to convert the measured
fluorescent signal traces [shown in Fig. 2(c)] from the time
domain to n. We analyzed the data set and produced a
histogram of n. The distribution function reveals a bimodal
profile as shown in Fig. 4(a), indicating that in KFP1 molecules
the mean number of traps between two energy basins falls into
two subsets.

To unravel the underlying mechanism of the observed
bimodal profile, a stochastic hopping model was proposed
[see Fig. 4(b)]. The occupation probability P (n,t) at the
nth intermediate site satisfies the chemical master equation
∂tP (n,t) = −qnP (n,t) + kn−1P (n − 1,t). Here qn denotes
the escaping strength from the nth site and kn−1 is the trapping
strength at the (n − 1)th site. kn−1 and qn follow Boltzmann’s
canonical distribution kn−1/qn = e−(Fn−1−Fn) = e−Fn−1 with
a free energy difference Fn−1. We split the free energy
difference Fn−1 = E − Sn−1 into a mean energy difference
E and an entropy term Sn−1. Sn−1 reflects the freedom
to choose the pathways, Sn−1 = ln( Ptrap(n)

Pescape(n−1) ). Based on the
stochastic hopping model, the molecule at the nth site has
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n different trapping pathways. But because the molecule
can only escape from an occupied site, there is only one
escaping pathway. Therefore, Sn−1 = ln( 1/n

1 ) = ln( 1
n

). The

master equation yields P (n) = e−E

n
P (n − 1) in a steady state.

By invoking the reflective boundary condition k−1 = q0 =
kN = qN+1 = 0 [37] and normalizing the probabilities to 1,
the steady-state P (n) becomes

P (n) =
an

n!

1 + ∑N
m=1

am

m!

N	1−−→ ane−a

n!
, (7)

where a = e−E is a dimensionless trapping strength, which is
equal to n. A hidden slowly fluctuating parameter is assumed
to allow an interconversion between two groups of traps with
trapping strength centering at a1 and a2, respectively. The
forward (backward) conversion proceeds with a rate constant
of r1 (r2), leading to an equilibrium constant of Keq = r1/r2 .
Including the interconversion process (i : 1 ↔ 2) into the
master equation, we obtained

∂tP1(n,t) = −q1,nP1(n,t) + k1,n−1P1(n − 1,t)

+ r2P2(n,t) − r1P1(n,t),

∂tP2(n,t) = −q2,nP2(n,t) + k2,n−1P2(n − 1,t)

− r2P2(n,t) + r1P1(n,t) (8)

in terms of the trapping strengths ki,n−1 at the (n − 1)th site
and escaping strengths qi,n from the nth site. The stochastic
hopping model yields ki,n−1/qi,n = ai/n. Letting r1 = r2 = 0,
Eq. (8) has a steady-state solution of Pi(n) = an

i e−ai /n! (i = 1
or 2). Substituting the steady-state solution into Eq. (8) and as-
suming small r1 and r2 for a very slow interconversion process,
we found that the steady-state solution of Eq. (8) satisfies
P1(n)/P2(n) = r2/r1. The total occupation probability Pt (n)
is a weighted sum of P1(n) and P2(n), and by invoking the
detailed balance principle r1P1(n) = r2P2(n), we obtained

Pt (n) = r2P1(n) + r1P2(n)

r1 + r2
. (9)

The stochastic hopping dynamics exhibits a � distribution
�(E; Pt (n),E0) with a shape parameter given by Pt (n). By
setting a1 = 1.1, a2 = 1.7, 2r1 = 3r2, and the characteristic
energy E0 = 0.19 eV, we calculated a set of photon-number
traces with � = 105 Hz, β = 106 Hz, and γ = 108 Hz.
The histogram of n assembled from the calculated traces
is presented in Fig. 4(c). The simulation can reproduce the
observed bimodal profile, implying that the model has captured
the essential physics of dynamic regulation on the energy
landscape of KFP1.

The ratio of r1 and r2, which specifies the equilibrium
constant between the two groups of traps, yields a chemical
potential difference μ = −kBT ln(Keq) = −10 meV. The
negative value implies that the environment tends to drive the

single-molecule KFP1 away from its free-energy minimum.
Note that for KFP1 in a thermally stable cis-chromophore,
a hydrogen bonding can be formed between Glu215 and the
N-H proton of the chromophore [26]. Thermal fluctuations
of the protein matrix can perturb the degree of protonation
in the hydrogen bonding and regulates the photon-emitting
property of the chromophore. The chromophores of KFP1
molecules with a structural fit to the fluctuating protein
matrix yield a distribution of trapping strength at n = 1.1.
These chromophores receive the benefit of minimum free
energy and can take advantage of the thermal excitation to
hop more rapidly on the energy landscape, while the other
chromophores, which are slightly misfit to the fluctuating
protein matrix, yield the peak at n = 1.7 and hop between
energy basins less efficiently.

Recently, Wright and co-workers [10] applied a mutation
scheme to knock out the millisecond conformational fluc-
tuations in the enzyme active site of E. coli dihydrofolate
reductase. They observed a severe impairment on hydride
transfer activity of the enzyme and revealed a direct link
between the conformational fluctuations of a protein and the
catalytic activity. Recently, Kruger and co-workers further
showed that the intrinsic multifunctionality of plant light-
harvesting complexes can be controlled by slow conforma-
tional fluctuations [38]. Our theoretical and experimental study
verified that the slow fluctuations of a fluorescent protein can
modulate its optical emission property by regulating the energy
landscape evolution of the protein-embedded pigment.

V. CONCLUSIONS

In summary, we successfully developed a theoretical
formalization for a rigorous description of photon emission
from a single-molecule system comprising an active center and
an environment relating to the protein matrix. We applied the
formalization to analyze the statistics of photon emission from
single-molecule photoactivated fluorescent KFP1 proteins. We
found that dynamic transitions between conformational states
of KFP1 are reflected in photon emission traces. The measured
photon fluctuation traces from the protein-embedded active
center fit well to a stochastic hopping picture with a different
mean number of traps. We found a good log-linearity for the
duration of photon emission as a function of the mean number
of traps. Protein environment can induce slow fluctuations
between conformations of a protein, which yields a bimodal
regulation on the hopping strength and results in a guided
stochastic evolution of the protein-embedded active center.
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